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Introduction

Language is one of the most important behavioral adaptations of the human lineage. Clues to the evolution of language are evident in the fossil endocranial record, particularly when placed in the context of comparative analyses of primate brains. Brain size evolution itself is associated with several important behavioral dimensions central to language. In addition to dimensions related to the complexity of the social environment, it is less well-recognized that brain size increases also suggest a dramatic increase in the richness of conceptual understanding. The importance of this for language evolution is that it underlies the usefulness of enhanced communication: Our ancestors had increasingly interesting things to talk about.

Clues about language evolution are also evident in the endocranial surface in the vicinity of Broca's cap in the left hemisphere, which overlies areas relevant to language processing in modern humans. Asymmetries in this region on fossil endocasts suggest a deep ancestry to enhanced communication in our lineage. Finally, a key question in brain and language evolution involves why Broca's region in particular became co-opted for language, given that it appears to substantially predate the human lineage (and therefore language itself). One hypothesis is that it evolved to pay special attention to any kind of sequential pattern information in the environment. Research probing this hypothesis in humans and great apes will be discussed.

The question of the origins of language is one of the most interesting in human evolution. An evolutionary perspective suggests that this system was built up from cognitive abilities (and the circuits underlying them) that pre-existed language itself, and were modified in some ways to allow for language. The question here is exactly what pre-existing abilities actually underlie language?

Evolution of conceptual complexity

We can get clues about this from a couple of sources. One way is to study brain structure and function of our closest living relatives, particularly to look at what sorts of abilities they have that could plausibly have been elaborated for language in our own lineage. But another interesting avenue to pursue is to assess the non-linguistic functions of modern human language areas, as these may well be clues to the original functions of the circuits now used for language. In addition, we must ask why our ancestors found the need to communicate so elaborately at all?

It is obvious that language is currently used as a communication system. Although there are some linguists who believe language is actually not really for communication primarily, and instead is a kind of tool used for thought (e.g., Chomsky, 2002), this perspective is deeply problematic. It ignores the question of why humans would need a new «tool for thought» independent of a need for communicating with others, given that the social world has likely been the most important selective environment of our species for a very long time (Holloway, 1975; Humphrey, 1984). Furthermore, given that language functions now as a communication system, we would still need to explain why there would be a usefulness of early hominins to communicate at all. I have long argued that the existence of a communication system implies that there is some sort of a shared understanding of the world among those that are communicating (Schoenemann, 1999). The existence of a communication system means there is some kind of a shared code for communicating thoughts of various kinds. So the question is, what is it that would have driven our species to elaborate communication systems to the extent that you see today, creating modern human language?
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A concept is typically composed of many different cognitive dimensions or sensations. For example, the concept embodied by the word “coffee” incorporates a distinctive smell, the typical sense of warmth coming off of a fresh cup, the feeling that you get from drinking it (e.g., calf-
feine), the sounds associated with making and drinking it, the color of the brew, and so forth (Damasio and Damasio, 1992). Processing of these different kinds of sensations is known to involve very different parts of the brain. To be connected in some way to a single mental concept of "coffee," they obviously have to be physically connected in some way. The actual neural network connecting and integrating them together is either literally the instantiation of the concept itself, or is a key part of the instantiation of the concept. In either case, the more complex the possible networks, the more complex the possible concepts.

We also know that the amount of neural resources devoted to a task are proportional to the degree of elaboration of function of that task. This can be seen clearly comparing cortical maps of species with very different behavioral repertoires. For example, more than half of the cortex of the ghost bat is devoted to processing auditory information, which supports its highly advanced echolocating abilities (Krubitzer, 1995). The star-nosed mole, by contrast, spends most of its time underground feeling for grubs to eat in the dark with its very sensitive finger-like projections on its nose. Its cortical map contains only a tiny primary visual area, but a correspondingly huge area devoted to somatosensory processing of its nose projections (Krubitzer, 1995).

Though it is not often pointed out, this pattern is also evident within human brains as well. This is graphically illustrated in sensory and motor "homunculi" in which the size of different parts of the body are drawn to be proportional to the amount of total sensory or motor cortical representation devoted to that part of the body. These show that we have, for example, much more cortical representation for lips and fingers than we do for our calves, even though the surface area of the former is much smaller than that of the latter. The amount of cortex that is devoted to particular areas is proportional to the degree of sensitivity and/or our ability to manipulate that part of the body.

It has also been shown that larger brains have greater numbers of cytoarchitecturally distinct cortical areas (presumably these are functional, although for many of these areas we do not know exactly what their function is). Changizi and Shimojo (2005) showed that there was a positive relationship between brain volume and number of distinct cortical areas across species that had been cortically mapped. Using this data they estimated that humans and/or our ability to manipulate that part of the body.

More generally, larger brained creatures will be expected to have a richer internal conceptual world. What's going on in our heads is much richer than what's going on in a typical primate brain, including those of chimps.

At the same time, larger brains are associated with more complex social lives. The idea that the social world played a key role in molding human cognition is often associated with Humphrey (1984), though Holloway has often made this point, specifically with respect to human brain evolution (e.g., Holloway, 1975). Empirical work showing that brain size is significantly associated with social group size in primates was done first by Sawaguchi and Kudo (1990) and shortly thereafter by Dunbar (1992). This has recently been confirmed in much larger datasets for absolute brain size (DeCasien, Williams, and Higham, 2017; Powell, Isler, and Baron, 2017). Fig. 213 shows the relationship for data from the latest dataset to date (Powell et al., 2017):

Figure 213: Relationship between endocranial volume (a close proxy for brain size) and average social group size across 154 primate species (data from: Powell et al., 2017). Regression line: log(social group size) = 0.58893 x (log{endocranial volume}) + 0.06005, p < 0.0001.
Thus, in the largest dataset to date, representing about half of all primate species, 36% of the variation in social group size is associated with variation in brain size. Social group size is in fact by far the strongest behavioral correlate of brain size so far established. Furthermore, it is important to understand that primate sociality is intrinsically interactive. Unlike, for example, schools of fish, primates do not congregate solely to decrease the likelihood of being preyed upon. Their interaction is inherently communicative: They exchange information in various forms.

This means that larger brains lead both to an increasing richness, subtlety, complexity of conceptual understanding of the world, but also to a bias towards an increasingly interactive social existence (in primates at least). When we consider the likely outcome of both of these tendencies, the need to develop some sort of a system to allow increasingly efficient communication would seem inevitable in our evolutionary history. This in turn would lead to the development of increasingly complex and useful syntax and grammar (Savage-Rumbaugh and Rumbaugh, 1993; Schoenemann, 1999).

There has been a fair amount of work attempting to model computationally such a transition (e.g., Christiansen and Chater, 2008; Christiansen, Reali, and Chater, 2006; Kirby, 2002; Kirby, Cornish, and Smith, 2008; Smith, Kirby, and Brighton, 2003); and it is not at all clear that such a transition would require genetic changes specific to language syntax (as opposed to elaborating pre-existing domain-general abilities), contrary to perspectives of those committed to a strongly formalist model of language (e.g., Berwick, Friederici, Chomsky, and Bolhuis, 2013; Chomsky, 1972; Jackendoff, 2002; Pinker, 1994). In any case, increasing conceptual complexity is likely to be one of the important foundations driving the evolution of language in the human lineage. It provides an explanation for why enhanced communication would have been useful in the first place, thereby providing a key foundational explanation for the evolution of language.

Evolution of language areas

While brain evolution strongly points to both an increase in the range of potentially interesting things to communicate, as well as an increasingly intensive interactive-social existence during human evolution, it is likely that language evolution also required at least some changes in neural organization relevant to language production and perception. This can be inferred from the differences between apparent ape abilities and human abilities, as judged from studies of apes like Kanzi. An evolutionary perspective tells us that neural control for any new behavior will occur through the modification of pre-existing areas, and not through the de novo evolution of completely new ones (Schoenemann, 1999). Whether or not any of these changes were solely specific to human syntax, however, is unclear, and also not evolutionarily likely a priori.

It turns out that there are, in fact, homologous areas to human language areas in the brains even of monkeys (and possibly other mammals, though this has not been investigated to date). One area of particular interest for language evolution is Broca's region, usually defined as incorporating Brodmann areas 44 and 45 on the left hemisphere. Broca's region in monkeys is quite a bit smaller than in humans (which almost surely has behavioral consequences), but it nevertheless exists (Petrides and Pandya, 1999; Schenker et al., 2010; Striedter, 2003). Given that these homologs exist in Old world monkeys (inferred from the work on Rhesus macaques) and in apes, this suggests that the origin of Broca's region circuitry goes very far back into primate evolution (fig. 214). Given that it is ~5-6 times larger in humans than in apes (Keller, Roberts, and Hopkins, 2009; Schenker et al., 2010), it is likely that some additional functional elaboration occurred during human evolution. Exactly what this change involved is not clear (see below), but knowing what its original function might have been is an important part of the puzzle, and will give us clues about what changes in actual function (if any) were necessary for human language.

Figure 214: Phylogenetic history of Broca's region, as inferred from studies of living primates studied to date. The green lineages likely had Broca's homolog. The circle labeled "a" indicates the likely most recent possible origin of Broca's region (if New world monkeys and prosimians also turn out to have Broca's homologs, the origin would be even older). The circle labeled "b" indicates the possible elaboration of Broca's in human language evolution.
Is it possible to map the evolutionary history of this area using fossil evidence? First, it is important to keep in mind that language processing for most people is primarily does in the left hemisphere. Figure 215 illustrates the results of a meta-analysis I conducted with Ralph Holloway of 11406 fMRI studies illustrating the cortical areas most strongly associated with language (Schoenemann and Holloway, 2016). The map is a reverse inference map, indicating the probability that the term “language” is used in high frequency in fMRI studies that report activation at a given location. Note that the left hemisphere (leftmost image in fig. 215) shows much more extensive activation than the right. Also note that significant activation is seen in the cortical area that lies under the area known as “Broca’s cap” of an endocast (endocranial surface of the braincase). This feature is often prominent in fossil endocasts.

![Figure 215: Cortical areas most strongly associated with language.](image)

A meta-analysis of 11406 fMRI studies indexed by neurosynth.org. Color values are t-scores indicating the likelihood that the word “language” is used in an (fMRI) study given the presence of reported activation at a given voxel (i.e., P(term=language|activation), a reverse inference map), thresholded for multiple comparisons using a false discovery rate (FDR) criterion of 0.1. The black dotted line outlines Broca’s region, and the arrows point to the cortical area underlying “Broca’s cap” on an endocast.

Furthermore, left Broca’s region is physically larger than the right in modern human brains (Foundas, Eure, Luevano and Weinberger, 1998). An unpublished study from my lab carried out by Lindsey Kitchell and myself, of 72 scans of modern human brains, found that a portion of Broca’s region is ~20% larger on the left compared to the right (based on matching the right hemisphere into the left). Given the anatomical asymmetries of modern human brains and the associations with language, this suggests that fossil endocasts (braincases) may leave evidence of changes relevant to language evolution.

In their encyclopedic review of all fossil hominin endocasts then available, Holloway, Broadfield, and Yuan (2004) specifically report asymmetries in Broca’s cap. Many specimens are missing either the right or left Broca’s caps (or both), so asymmetry cannot be assessed in all specimens. However, for the 21 (pre-anatomically) modern specimens for which both sides can be assessed in this region, 17 (over 80%) were judged qualitatively more prominent on the left compared to the right. Another 2 were judged possibly left-biased, and only 2 (relatively recent Neanderthal, less than 10%) were judged clearly right-biased. Figure 216 plots the cranial capacity and age of all these specimens.

![Figure 216: Broca's cap asymmetries in fossil hominins. Based on analyses reported by Holloway et al. (2004). Unless circled, all specimens appear to be clearly left-biased.](image)

This suggests that an interesting asymmetry in an area overlying what today is a language area goes very far back in our species’ evolutionary history. This in turn suggests that, at the very least, some kind of enhanced communication has a very deep ancestry. Whether such enhanced communication should be called “language” two millions years ago is a good question, but it is clearly suggestive evidence for language evolution.

Studies of endocranial features suggestive of gyri and sulci in Broca’s region have been reported for some fossil specimens. Falk (1983) argued that the endocast of the early Homo KNM-ER1470 (Homo rudolfensis on figures 216 and 217) more closely matched the human pattern than it did any of the great apes in the left inferior frontal region, approximating where Broca’s region would be underneath the endocranial surface. Falk’s analysis of endocranial surface morphology was qualitative and subjective, but it is possible to mathematically calculate the curvature at each point on the surface (based on a small local patch), and display this data color-coded in such a way as to illustrate surface morphology objectively. Figure 217 shows this analysis for KNM-ER1470.
For comparison, surface curvature maps of modern human and modern chimpanzee brains are included. The pattern in the left inferior frontal (LIF, inside the cyan circles) for KNM-ER-1470 does indeed look more similar to the modern human pattern than it does to the modern ape. Exactly what this means with respect to language is unclear, but it does strongly suggest that changes had occurred in that region by that time (~1.88 MYA).

Figure 217: Surface curvature of KNM-ER-1470 fossil hominin specimen. The gray image represents a 3D rendering of the original endocast. Curvature values were mathematically calculated using ANTS software (https://stnava.github.io/ANTS; SurfaceCurvature algorithm) and color-coded. LIF refers to “left inferior frontal” (this area is identified by a cyan circle). For comparison, surface curvature maps for an average chimp brain (Schoenemann, Sheehan, and Glotzer, 2005) and an average human brain (MN1152) are provided. All images are oriented with the left hemisphere displayed.

This sort of analysis has not yet been done systematically for all fossil hominins. However, Holloway (1983) believes other early Homo ergaster specimens KNM-ER 3733 (1.78 MYA) and 3883 (1.57 MYA) had “true” Broca’s caps. The Homo erectus specimen KNM-ER 15000 (1.5 MYA) has “inflated” gyri over Broca’s area (Begun and Walker, 1993). The Daka Homo erectus specimen (1.0 MYA), has a strong left Broca’s cap protrusion (though convolutional details are lacking according to Gilbert et al., 2008). Later specimens that preserve LIF morphology are generally consistent with the view that Broca’s region had undergone substantial change from the presumed ancestral ape condition. This is true, for example, of the Homo antecessor specimens from Atapuerca, Spain (0.43 MYA), judging from published images in Poza-Rey et al., 2017. This suggests a very old ancestry for enhanced communication, at least with respect to the processing that relies on circuits in Broca’s region.

Why is Broca’s region involved in language processing?

Another key part of the puzzle is to determine why Broca’s region evolved to be involved in language processing at all? A simplistic explanation is that because language needs particular types of processing, Broca’s region evolved specifically to fill this need. However, we know it cannot be this simple because homologs of
Broca's region exist in other species, as outlined above. These species don't have language – or at least human language – so language behavior selecting for certain kinds of processing abilities, and Broca's region evolving to fill these needs, cannot be the explanation for the origin of Broca's region. Instead, it must have been that the circuits in this region originally evolved to process non-linguistic information in ways that happen to (later) be particularly useful to language behavior. This realization leads to the conclusion that the usefulness (genetic adaptedness) of enhanced communication drove early hominins to use whatever pre-existing circuits were useful for this purpose. This is consistent with the proposal by Christiansen and Chater (2008) that language adapted to the human brain more so than that the brain adapted to make language possible. The question then becomes: What exactly was the original, non-linguistic function of the circuits in Broca's region?

There are two predictions that follow from the realization that Broca's region had pre-linguistic functions. One is that non-linguistic – but potentially language-useful – processing likely occurs in Broca's region homologs in non-human primates today. Probing what non-human primates are using their Broca's regions for will be critical for understanding how it came to become involved in language processing in humans. Some work has been done on this question in monkeys, showing that homologs of Broca's region contain mirror neuron circuits (Arbib, 2005; Rizzolatti and Arbib, 1998), as well as circuits that are involved in recognition of species-specific calls (Gal-da-Costa et al., 2006), orofacial motor sequencing (Petrides, Cadoret and Mackey, 2005), and the retrieval of visual and spatial information (Petrides and Pandya, 2009). Intriguingly, Broca's region in chimpanzees seems to be specifically activated during the production of communicative gestures (Taglialatela, Russell, Schaeffer and Hopkins, 2008). These all have possible usefulness with respect to language, and further research is needed to probe exactly why and how Broca's region circuits are involved in these tasks, as well as if and how they could have formed the foundation for the processing of language grammar and syntax in Broca's region in humans.

Another prediction is that in modern humans circuits in Broca's region likely retain the original non-linguistic, yet "language-useful" functions. This follows from the recognition that human behavior is largely added on top of – and not a wholesale replacement of – primate behavior. It is likely that the original functions of these circuits are still important for humans, and haven't simply been replaced. This is of course an empirical question that will await detailed understanding of what these circuits are doing in non-human primates.

So what non-linguistic functions are modern human Broca's region circuits involved in? One particularly intriguing finding is that this region seems to be critical for implicit learning of non-linguistic sequential patterns. This stems from work originally explored by Reber (1967), who showed that human subjects appeared to learn rules about non-linguistic sequences simply by being exposed to them, even though they were never told to pay explicit attention to the sequences, nor even that the sequences followed any rules at all. More recent work has shown that Broca's aphasics do not show implicit learning of these sequential patterns (Christiansen, Kelly, Shillcock and Greenfield, 2010), as well as that in healthy subjects Broca's region shows significantly greater activation to ungrammatical non-linguistic sequences after first being exposed to grammatical sequences for 20-40 minutes (Pettersson, Folia and Hagoort, 2012). This suggests an intriguing hypothesis: Broca's region evolved to extract (learn) sequential pattern information of all kinds from an individual's environment. It is not hard to think of possible benefits of this ability to an individual: It allows better predictions about patterns of social behavior, of food/resource availability, and of sounds associated with danger vs. benefit. It would make possible the learning of patterns of tool creation and use, for example: termite "fishing" using simple preformed stick tools by chimpanzees.

We are probing this hypothesis in two ways. First, we are assessing whether orangutans at the Indianapolis zoo show the same pattern of implicit learning of sequential patterns simply from exposure. The plan is to employ a serial reaction time paradigm in which the subject simply presses buttons that follow sequential rules. Pilot studies in my lab indicate that humans get faster following the sequences over successive training blocks, and further, show faster reaction times to new grammatical sequences (that they haven't been exposed to before) compared to ungrammatical sequences (that are closely matched for simple bi-gram and tri-gram pattern frequencies, but nevertheless break some aspect of the grammar). The beauty of this paradigm is that subjects are not aware they are even taking a test block, which makes it very easy to apply to non-human primates, since they only have to learn that the task involves following sequences on a screen. If orangutans, and other primates, show the same pattern as humans with this task, and given that it activates Broca's region in humans, the next step will be to find out how the brains of non-human primates do this. It is possible that they are doing it with different circuits than humans, but this would be extremely unlikely from an evolutionary perspective. The work of Wilson and colleagues (Wilson et al., 2013, 2015) has made...
great headway in this regard, showing both that monkeys can learn simple artificial grammars simply through exposure, as well as that they show overlap with humans in the specific parts of the brain that are involved in processing these sequences, using fMRI methods. They have not, however, shown activation in Broca’s region properly in either humans or monkeys for their simple artificial grammar – in constrast to the findings for functional studies of Reber’s (1967) grammar in humans (Christiansen et al., 2010; Petersson et al., 2012). For this reason we are currently exploring implicit learning of sequential tasks in non-human primates that are known to activate Broca’s region in humans.

The second way we are probing this hypothesis is to explore within humans the overlap of this implicit non-linguistic sequential processing with actual language grammar processing. The question here is to explore the extent to which there really is any language-specific modifications in Broca’s region for this kind of information. There are three basic possibilities: 1) non-linguistic sequential pattern processing is done in Broca’s region in humans because this area evolved circuits specifically for human language grammar, and because of the overlap in requirements, both tasks now activate this language-evolved circuitry. 2) non-linguistic sequential processing is accomplished in an older, evolutionarily-conserved portion of Broca’s region, and language grammar is processed in evolutionarily new, language-specific areas. 3) There is one domain-general sequential processor, which both language grammar and non-linguistic sequential pattern processing both use, and which is evolutionarily conserved. Determining the overlap of function for these functions in human Broca’s region will be an important first step in teasing apart these possibilities.

This work will help us better understand how the brain makes language, and how evolutionarily old circuits may have been repurposed to create a new behavior so fundamental to the human condition. Understanding what processing is going on in Broca’s region in non-linguistic primates, and how it relates to human language processing, will be critical to our ability to understand how our species got language.

Conclusion

Increasing brain size tells us two important things relevant to language: First, it led to increasing conceptual complexity and richness, thereby giving hominins increasingly interesting things to potentially communicate about. Second, it brought increasing social complexity and richness of social interactions, thereby making increasingly sophisticated communication adaptive for hominins. These two are likely interrelated, and may well simply represent two sides of the same process. Both were surely critical influences driving the evolution of language. The fossil record of endocasts contains suggestive clues about an important language area, Broca’s region, in the left inferior frontal, pointing to changes in this area dating as far back as the earliest Homo, close to 2 MYA. Furthermore, work so far done exploring what Broca’s region does in modern humans, both linguistically and non-linguistically, is consistent with the evolutionary theoretical expectation that language was built through modifying pre-existing circuits. The suggestion outlined here is that Broca’s region circuits originally evolved to extract useful sequential information from the organism’s environment, which made them attractive targets for the evolution of language syntax in our lineage. Future work exploring the current functions of Broca’s region circuits in non-human animals, with a focus on the sequential pattern processing tasks known to involve Broca’s region circuits in humans, as well as the degree of any overlap of linguistic and non-linguistic processing in Broca’s region in modern humans, will allow us to piece together a coherent explanation for how the human brain acquired the abilities for language.
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